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I. Overview of the Wireless Sensing Workshop

The first Wireless Sensing Workshop was held on June 4, 2001, at the Sensors Expo/Conference
at the Rosemont Convention Center in Chicago, IL. The National Institute of Standards and
Technology (NIST), SENSORS magazine, Sensors Conference, and Institute of Electrical and
Electronics Engineer (IEEE) Instrumentation and Measurement Society’s Technical Committee
on Sensor Technology (TC-9) cosponsored the workshop. NIST is an agency of the U.S.
Department of Commerce’s Technology Administration. Its mission is to help increase U.S.
industry competitiveness through advanced research, standards, and technology collaboration.

Recently, there has been considerable interest from industry and government in applying
wireless technology to sensor-based applications. This is due primarily to the prolific
phenomenon of Bluetooth, a wireless technology being developed by a 1200-member industrial
consortium. According to earlier Bluetooth industry predictions, a billion Bluetooth wireless
devices may be in use all over the world within five years. Bluetooth technology providers
indicated that they could provide low cost, seamless integration of wireless devices from home
automation to mobile systems, office automation, manufacturing facilities, and field operations.
Other technology, such as Ethernet, has become dominant in network communication, and its
usage is becoming increasingly popular in manufacturing. Wireless Ethernet has been moving
from office automation into other application areas, including home and factory automation.
Sensor companies have begun developing and applying these standard interfaces to sensor
applications. The US Navy has also expressed interest in wireless sensor connectivity aboard
naval vessels to enhance overall system performance, reduce manpower, and increase efficiency.

The Sensor Development and Application Group at NIST has been working with industry and
IEEE to establish IEEE 1451, titled A Standard for a Smart Transducer Interface for Sensors and
Actuators. In response to the industry’s interest in wireless sensing, NIST initiated, cosponsored,
and conducted this workshop to explore this level of interest. In addition, state-of-the-art,
wireless communication technologies were examined. This workshop provided a good
opportunity for representatives from industry, academia, and government to discuss the
possibility of a standard for wireless sensing in an open forum. Ninety people attended the
workshop to represent the manufacturing, process control, aecrospace, home automation,
automotive, and government sectors. The ratio of attendees was approximately 4/2/1 for
users/sensor vendors/network vendors, respectively.

The workshop opened with an overview of the IEEE 1451 standard. NIST’s reference
implementation of the IEEE 1451.1 smart transducer information model and the investigation of
interfacing the 1451.1 model to the wireless world were discussed. Then various wireless
technologies such as the wireless Ethernet standard (IEEE 802.11x) and Bluetooth were
presented in detail. Following that, hardware and software tools that could help speed up wireless
application development, as well as the application of wireless Bluetooth technology for sensors,
were presented. One presentation proposed a wireless sensor interface standard, a potential IEEE
P1451.5, using the IEEE 802 as a guideline for managing the IEEE 1451 framework.

After briefing the attendees on various communication interface standards, an open forum
discussion began. Attendees were encouraged to provide input regarding their needs and general



requirements for a wireless sensor communication interface. The results of the discussions are
presented in Section III: Issues and Discussions.

The open forum appeared to be successful in determining the appropriateness of various wireless
communication technologies for sensor interfacing. It has also begun the dialogue in assessing
the general wireless requirements of sensor manufacturers and users. By the request of the
attendees, a follow-up wireless sensor workshop has been scheduled for October 4, 2001, at the
next Sensors Expo/Conference in Philadelphia, PA. Together we will further examine other
technologies and begin pursuing the IEEE procedure for organizing a working group for
developing a wireless communication interface standard for sensors.

I1I. Issues & Discussions:

Why use wireless at all?
Some attendees at the conference questioned whether wireless communications for sensors
should even be considered at all. For applications such as high-speed process control, wireless
might not be the best solution. In those cases, wired, dedicated sensors may be the best solution.
However, in many cases where processes exist over a large facility or are low enough speed,
wireless may be a best-fit solution since the cost of cabling can be exorbitant when compared to
the cost of the sensor itself.

What is data reliability and how does it affect wireless sensors?
Data reliability was the largest issue raised during the workshop. Data reliability depends on
three factors: availability of the wireless signal, integrity of the data message, and confidentiality
of the data message. These three factors were brought up in many different forms all throughout
the presentations and discussions at the workshop.

Availability

Reliability
Triangle

Integrity Confidentiality

Availability of the wireless signal is the physical side of the reliability triangle. Some issues
related to the availability are range, interference, and data throughput. “Range is everything!”
By increasing the range of a signal, the signal is less prone to multi-path effects and small signal
interference. “The good news about the ISM band is you don’t need a license. The bad news is
nobody else does either.” Many of the wireless sensors available or being developed use the
Industrial, Scientific and Medical (ISM) bands for their transmission. This allows them the
freedom of not relying on the Federal Communications Commission (FCC) for regulation of
signal. However, it also limits power and sole proprietorship for a particular bandwidth. Many



of the data transmission algorithms used today have compensation built-in to overcome
interference in some way. Some of the standards developed for wireless communications allow
multiple data throughput speeds to be used depending on the distance between the transmitter
and receiver. IEEE 802.11b allows the throughput to step down from 11 to 5.5 to 1 Mbps if the
two systems begin to move outside the recommended operating range.

Data integrity and confidentiality are the software components of the reliability triangle. In order
for modern wireless communications to send reliable data from one place to another, the
integrity of that data needs to be checked. Data integrity basically establishes that the bits you
send get to the receiver and that they receive the correct bits of data. Many of the wireless
communication algorithms developed today have some sort of data integrity or error correction
checks built-in, such as cyclical redundancy checks (CRC). More complicated algorithms use
some sort of forward error correction that allows for correcting errors without requesting the
signal be sent again. These algorithms can increase the effective bandwidth of a communication
link, since there are fewer requests for re-transmission made by the devices on the network. The
IEEE 1451.2 specification for a Transducer Electronic Data Sheet (TEDS) has error correction
built-in using a checksum, but requires the user to include their own error detection code if they
want a more complicated algorithm.

Data confidentiality relates to the security of the signal being sent from one system to another.
This can be an important feature of some wireless communication systems, since companies
worry about having their data co-opted by a competitor. As more and more data is stored and
moved digitally, industrial espionage has become an ever more present threat to companies.

What are users particular bandwidth requirements?
An informal survey of the bandwidth requirements for workshop attendees was conducted. The
results are as follows.

Bandwidth Interested Parties
<= 300 bps 63%

300 bps — 50 kbps 25%

50 kbps — 250 kbps 3%

250 kbps — 1.5 Mbps 6%

> 1.5 Mbps 3%

Where should the wireless communications be located?
Many of the attendees at the workshop were of the opinion that the wireless communications
should not be included directly on the sensors for cost reasons as seen in Figure 1A. Smart
Transducer Interface Modules (STIMs) as defined in IEEE 1451.2 consist of sensors and/or
actuators, signal conditioning circuit and digital data output. The attendees decided that it would
be better to have sensors attached to some sort of wireless NCAP node as shown in Figure 1B,
which then communicate to a wired network via a gateway. Network Capable Application
Processor (NCAP) is defined in the IEEE 1451.1 as a sensor network node.
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How many devices per node do users require?
NCAP nodes allow multiple sensors to be attached to the network using one common point of
access. These allow for the communication portion of the sensor network to be taken out of the
sensors themselves and distributed between multiple sensors via a separate piece of hardware.
An informal survey was taken of the numbers of sensors for each node. The results are as
follows.

Sensors/Node Interested Parties
8 26%
32 53%
256 21%

How does wireless transmission power affect battery lifetime and safety?
Another issue raised at the workshop had to do with the power requirements of some of the
wireless communication standards. Some of them require “high” power (100 mW), which may
not be available in small battery operated sensors. The expected battery life of some of the
planned sensor needs to be on the order of years, which limits the power consumption allowed
for the communication system. Replacing batteries in some machines may not be as easy as it
would be for a typical cell phone.

There are also issues of the intrinsic safety of such “high” power communications when used in
hazardous environments. The Occupational Safety and Health Administration (OSHA) has
restricted the use of wireless Ethernet in chemical plants and refineries for the lack of safety
certifications. Wireless communication is also not allowed for fail-safe systems such as
emergency stop systems where lives are at stake.

How can wireless sensors benefit from the “hot” wireless technology?
During the workshop presentations, the topic of cost was brought up related to both the basic
chip sets for and devices using different wireless communication standards. Although the
Bluetooth and 802.11b standards may not be the best fit for all applications in the sensor
community, the fact that devices using the chip sets based on these standards are developed in



mass quantities for the mobile computing community means that the chip sets will come down in
price due to economy of scale. With custom application specific integrated circuit (ASIC) chips
for wireless communications, the best algorithms for a particular application could be
implemented, however, the device would cost considerably more due to the development cost of
the chip set itself. Although the IEEE 1451 standard is being developed for most applications, it
should not eliminate such standards as Bluetooth and 802.11b due to their enormous backing and
potential in wireless communications.

Even though the production chip sets for a particular wireless communication standard may be
inexpensive, the cost for the development system may be thousands of dollars. This cost could
easily be amortized if a company plans to sell thousands of units, but if it plans to be a custom
design house, it may be prohibitively expensive to make up for the startup costs for these
standards.

How can sensors be reconfigured in place?
Some devices may require different communication speeds for different tasks. Configuring the
device initially or upgrading the device’s software may require a high-speed 2-way link that
allows for a large amount of data to be transmitted all at once. Once the device starts operating
normally, it may only require a small amount of bandwidth, especially if the sensor has some
intelligence built-in.

What if more than one system needs the sensor data simultaneously?
The question about whether the communication should be broadcasted or targeted came up.
Broadcast communications allow one producer to broadcast its information to multiple receivers
without knowing who they are or how many receivers are listening. Although this may be good
in some cases, it is not appropriate in all cases. Many networks do not allow this type of
communication, so the issue will need to be addressed. As of yet, it has not been brought up in
the IEEE 1451 standard.

Can multiple wireless sensors synchronize their data at high speed?
Event synchronization may be difficult at less than 1 ms using standard wireless
communications. Some standards have built-in time synchronizing capabilities due to the fact
that they must do something every so often in order to stay as part of the network. Bluetooth
devices, for example, must hop frequencies every 625 us, making synchronizing at 1 ms very
easy. To go much farther down would take a special timing chip set on the device that is capable
of special synchronization in order to coordinate multiple devices. A proposed IEEE P1588,
titled A Standard for Precise Clock Synchronization in Networked Measurement and Control
Systems, is being developed in the IEEE Instrumentation and Measurement Society’s Technical
Committee on Sensor Technology to address this kind of issue.

Can the NCAP and STIM Be Combined?
As specified in the standard, IEEE 1451.2 defined a physical 10-wire connection between the
NCAP and STIM. This was done to allow the plug and play of sensors and networks from
different manufacturers. However, the standard does not preclude the NCAP and STIM to be co-
located inside the same chip. In such configuration, the interface between the NCAP and STIM



is not exposed for consideration of plug and play, therefore the 10-wire interface is not important
or necessary.

Can the ISM bands support the extra users?
The FCC has certain bandwidths that it has declared open to unlicensed equipment as long as
that equipment stays within certain power requirements. These bandwidths are called the ISM
bands, and many wireless communication devices use these bands. Here is a listing of some of
the ISM bands and devices that use those bands:

e 900 MHz Cell phones, portable phones, home electronics, spread spectrum

communications
e 24 GHz Portable phones, spread spectrum communications
e 5GHz Satellite communications

Topics for Further Discussion:

Are multiple versions of the IEEE 1451 wireless standard needed?
It may be necessary to look into multiple flavors of a wireless IEEE 1451. There seems to be
enough differences between the low and high-speed sensor communities that multiple standards
within the IEEE 1451 framework may be necessary to meet the needs of the two worlds, unless
there is a way to define the specification to accommodate the requirements of both groups. This
can be a way to break out discussions of power consumption as well, since the high-speed
community may not have the same requirements for power consumption as the low-speed
community.

Although there were some negative comments, many workshop attendees seemed open to the
idea of creating a wireless version of IEEE 1451. A general comment was that the IEEE 1451
committee had done a very good job developing a standard for smart sensors. Enough interest
had been developed in the industry that more manufacturers and users were looking into the
standard for their particular applications.

Should there be another workshop organized?
There are multiple upcoming conferences, and it would be good to organize a follow-up
workshop at one of these. The possible candidates include:

e September 10-13,2001 ISA 2001, Houston, TX
e QOctober 2-4, 2001 Sensors Expo, Philadelphia, PA
e November 5-7, 2001 Slcon 2001, Chicago, IL

The next workshop is scheduled to be held on October 4, 2001 at the Sensors Expo/Conference
in Philadelphia, PA. At the follow-up workshop, a strawman should be developed for applying
the IEEE 1451 to a particular wireless sensor application in order to help develop the standard
further. Also, some tools for developing the standard should be discussed. These tools can be
either hardware tools such as very high density layout (VHDL) development packages or
software tools such as unified modeling language (UML) and object-oriented design tools.



How will the proceedings for this workshop be distributed?
Information about this workshop and its proceedings will be made available in both electronic
and paper form. Electronic forms can be obtained on compact disk (CD) and from the web. The
web address for information is http://ieee1451.nist.gov.
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Objectives of the Wireless Sensing Workshop

e Review the latest wireless technologies and their
applications.

e Provide an open forum for examining and
discussing the appropriateness of these and
other technologies for use as wireless sensor
interfaces.

e Discuss the requirements of wireless sensor
communication interfaces.

e Use previous IEEE P1451 model and experience
to explore wireless interface standardization.

e Charter a future action plan

K. Lee, NIST, 6/4/01

Wireless Sensing Workshop
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Introduction / Background

e The National Institute of Standards and Technology
(NIST) is part of the Department of Commerce'’s
Technology Administration.

e NIST’s Mission: To help increase U.S. industry
competitiveness through advanced research, standards,
and technology collaboration.

e The Sensor Development and Application Group at NIST
has been working with industry and IEEE - establishing
the Smart Transducer Interface Standard, IEEE 1451.

K. Lee, NIST, 6/4/01
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State of Industry on Sensor Interfaces

 Smart features integrated into sensors and actuators.
» Increasing uses of digital communication and networked
configurations for connecting sensors and actuators.

e The trend is moving toward distributed measurement and
control, and distributed intelligent sensing architecture.

* Networked sensor technology applied to commercial and
consumer applications in

— process control,

industrial automation,

automotive,

aerospace,

to smart buildings and homes
— efc...

K. Lee, NIST, 6/4/01

Wireless Sensing Workshop
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State of Industry - contd

e Networked sensors are needed

— Example: US Navy needs tens of thousands of networked
sensors per vessel to enhance automation because of the
reduced-manning program.

— Example: Boeing needs to network hundreds of sensors to
monitor and characterize airplane wing performance.
Boeing would benefit by using networked sensors and
actuators to reduce the amount of wiring.

L BE . T, L = =
BRI LY e lT ime- P eaxFerpa¥ | (Y AQAT T
e ' o . o |
L ¥y K= T i -
- e - - e ~ - NETWORK TRANSDUCER MUS
- m} ETHERMET BUS TRANSOUCER BUS
ﬁ_ CONTROLLER
Picture courtesy |IEEE Pictures courtesy Endevco

K. Lee, NIST, 6/4/01
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State of Industry - conta

e Barriers:
— Large number of different networks to support.

— Significant sensor interface software development
for each network.

— Lack of network software know-how and support
by sensor manufacturers.

Lack of a standardized sensor interface.

— These hold back the speedy development and
adoption of smart sensors.

K. Lee, NIST, 6/4/01

Wireless Sensing Workshop

100 1061

|||||||||||||||

Why Networking Sensors?

Networking sensors provides advantages not readily available with
traditional sensors, they:

— significantly lower the total system cost by simplified wiring
— enable self-describing of sensors

— allow multi-variable sensor configuration

— enable time stamp of the measurements

— enable embedded processor or ASIC implementation

— ease software configurability

— enable bi-directional digital communication

— communicate messages in standardized digital format

— provide Internet connectivity, thus global, or anywhere,
access of “sensor information”

K. Lee, NIST, 6/4/01
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Sensor Interface Standardization -
IEEE P1451

¢ A set of standards aimed to simplify transducer (sensor or actuator)
connectivity.

e |tis developed as:

— an open, industry consensus standard with participation from
sensor, measurement, and control network industries, and
USers.

¢ |t's purposes are to:

— provide a set of common interfaces for connecting sensors and
actuators to existing instruments, and control and field
networks.

— provide an easy upgrade path for connecting transducers,
instruments, or networks from any manufacturer.

K. Lee, NIST, 6/4/01

Wireless Sensing Workshop
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What Standards are being developed ?

¢ |IEEE Std 1451.1-1999, Network Capable Application
Processor (NCAP) Information Model for smart transducers
-- Published standard.

¢ |EEE Std 1451.2-1997, Transducer to Microprocessor
Communication Protocols and Transducer Electronic Data
Sheet (TEDS) Formats -- Published standard.

¢ |IEEE P1451.3, Digital Communication and Transducer
Electronic Data Sheet (TEDS) Formats for Distributed
Multidrop Systems -- Being developed.

« |[EEE P1451.4, Mixed-mode Communication Protocols and
Transducer Electronic Data Sheet (TEDS) Formats --
Being developed.

K. Lee, NIST, 6/4/01
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IEEE 1451 Smart Transducer Interface

System Block Diagram 1451.2
Interface
Any
Smart Transducer Arbitrary
Interface Module Transducer Network
Independent
(STIM) Interface (TII) m
[ xocRr 1| Abc |+
Network-
| XDCR #— DAC |- GCepabls
- Afd"?ss Application
| XDCRH DI/O |, i Processor
(NCAP)
-—D-XDCR .—? with 1451.1
. Object Model
Transducer
Electronic
Data Sheet U

K. Lee, NIST, 6/4/01
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IEEE 1451 .1
NCAP Information Model for Smart Transducers

By defining a common object model for the components of a
networked smart transducer, together with interface

specifications to these components, the Standard provides:

+ Network protocol logical interface specification (via Server Object Dispatch
and Ports)

— Software interfaces between application functions in the NCAP and the
network in a manner independent of any specific network

+ Transducer logical interface specification (via Transducer Block)

— Software interfaces between application functions in the NCAP and the
transducers in a manner independent of any specific transducer driver
interface

K. Lee, NIST, 6/4/01
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IEEE 1451.1 Networked Smart Transducer Model

Any
Arbitrary
Network

Wireless Se

l Network
Hardware |
| l
I
I

Network Transducer ;0 port
Protocol Software Hardware

_‘_;://
4

i | Application
I | software |
| (Function :
: Blocks) :
+—> i ! 4—%—’ Transducers
: : |
I | I
| i I neap i | I
| | Block | | i
| I |
7 I\ |
I | |
Server Objects 3 T : Transducer "\
Dispatch, Ports \ Blocks Transducer Hardware
NCAP Interface Specification
Network Transducer (e.g. [IEEE 1451.2)
Protocol Logical Logical Interface
Interface Specification

Specification

nsing Workshop

IEEE 1451.2

Transducer Electronic Data Sheet (TEDS)

e Meta-TEDS
— Data structure related information

version number
number of implemented channels
future extension key

— |dentification related information

manufacturer’s identification
model number

serial number

revision number

date code

product description

17
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IEEE 1451.2
Transducer Electronic Data Sheet (TEDS) . contd

e Channel TEDS

— Transducer related information — Data Converter related information

* lower range limit ¢ channel data model

e upper range limit e channel data repetitions

¢ physical unit e channel update time

e unit warm-up time e channel read setup time

¢ uncertainty e channel write setup time

o self test key » data clock frequency

O i ¢ channel sampling period

e trigger accuracy

K. Lee, NIST, 6/4/01

Wireless Sensing Workshop
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IEEE 1451.2
Transducer Electronic Data Sheet (TEDS) . contd

e Calibration TEDS
— Data structure related information
e Calibration TEDS length
— Calibration related information
¢ |ast calibration date-time
calibration interval
number of correction input channels
multinomial coefficient

. SR
— Data integrity information
e checksum for calibration TEDS

K. Lee, NIST, 6/4/01
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Distributed Multidrop System

IEEE P1451.3

NIST CENTENNIALN

* Synchronously reads large arrays of sensors at high speed in a parallel

transducer bus setting.

* Supports sensors with bandwidth requirements to several hundred
kilohertz and time correlation requirements in the range of nanoseconds.

T

=

Network

Transducer Bus
Controller
(TBC)

~Signal & Power

~-Return

Network Capable Aplication

Processor
(NCAP)

(

Wireless Sensing Workshop

Transducer Bus
Interface Module
(TBIM)

Transducer Bus
Interface Module
(TBIM)

Transducer Bus
Interface Module
(TBIM)

K. Lee, NIST, 6/4/01
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IEEE P1451.4
Mixed-mode Transducer and Interface

* simple, low-cost connectivity (2-4 wires) of analog sensors with TEDS.

IST CENTENNIAL

» Support existing or legacy data acquisition systems with TEDS.

Network
A

——

Network Capable
Application Processor
{(NCAP) with IEEE P1451.4
Mixed-Mode Interface

0 O

IEEE P1451 .4 Mixed-Mode Interface(s)

TEEE P1451.4 Mixed-Mode Transducer

Node(s)

Transducer Electronic
Data Sheet
(TEDS)

Transducer(s)

Energy
Conversion

19
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IEEE P1451.4 Mixed-mode Interface

Using Two- Wire Scheme for sending

Digital TEDS and Analog Data

Constant Current Powered Data Acquisition
CURRENT
SOURCE
P s
d \)—0\0 ANALOG
AMPLIFIER SIGNAL
=<l ok
CURRENT
SOURCE
s O =l s @
TEDS SIGNAL
o
K. Lee, NIST, 6/4/01
Wireless Sensing Workshop
Summary

IEEE P1451 Family Member Independence

Network X Librarv P1451.1 API

1451.2

() \[ /] Network
Capable
Application
Processor
(NCAP)

Smart
Transducer|

Object

P1451.3

P1451.4

Smart
Transducer
Interface
Module

Transducer

Interface
Module

Mixed-Mode
Transducer

* The proposed
standards are
being designed to
work with each
other.

+ However, each
proposed
standard can also
be used by itself,
independent of
the others.

K. Lee, NIST, 6/4/01
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IEEE P1451

Enables “Plug and Play” of Transducers to
networks

Any Network

1451 NCAP

v N

P1451.4-compatible
transducer

P1451.4-compatible
transducer

K. Lee, NIST, 6/4/01

Wireless Sensing Workshop
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Interfacing IEEE P1451
to MIMOSA Architecture

MIMOSA

MIMOSA OPC

Gateway Equipment

Operations
and Maintenance
Decision
Support

MIMOSA MIMOSA
EAM / CMMS

MIMOSA - Machinery Information Systems
Management Open Systems Alliance

Digital  Mixed Analog CMMS - Com&lgﬁgzzigni'gfgtzrxe

S'ﬁfﬁ;ﬁ'z?f.}t.: . EAM - Enterprise Asset Management
O Eirewire ik STEP - Standard for Exchange of
x ¢ Off-Line Product Model Data
O Data Collector OPC - OLE for Process Control

On-Line Transducers gii°® OAG - Open Applications Group K.Lee, NIST, 6/4/01
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Condition Measuring
Systems
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Digital Mixed Analog

QIEEE 1451.2 W IEEE P1451.4
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O Firewire -
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K. Lee, NIST, 6/4/01
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Machine Condition Monitoring in the Shop

e Temperature sensors monitor spindle motors, bearings, axis drive motors.
+ Allow monitoring of sensors over the Internet via any common web browser.

| 3 e
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i
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NCAP & STIM
in each box

Condition Hased Maonitoring §
wl

AMachin K. Lee, NIST, 6/4/01
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Wireless Technology is Here

Traditional proprietary wireless communication protocols
could be expensive to implement.

Wireless capability is being designed into laptop
computers, desktop computers, personal data adapters
(PDA), and hand-held computers and devices.

The popular wireless standards are Bluetooth (or IEEE
P802.15) and Wireless Ethernet (IEEE 802.11b).

Wireless communications have revolutionized the cellular
phone industry and provide low-cost electronics for a
mass market. This could provide a low-cost base for
possible wireless sensor applications.

K. Lee, NIST, 6/4/01



Wireless Sensing Workshop

Interest on Wireless Sensors
in Industry

e Machinery condition-based monitoring is one of many
examples that can use wireless sensor technology,
— quick installation and thus reduced installation cost.

—improve ability to easily and quickly re-configurate
the data acquisition and control system.

— ability to connect measurement data to the Internet.

e Industrial Automation Study Group of the Bluetooth
Special Interest Group (SIG) is in full action pursuing
the establishment of a working group.

e Question: Can we use existing wireless technologies
for sensor connectivity in a networked environment ?

K. Lee, NIST, 6/4/01

Wireless Sensing Workshop

Acknowledgment

e Thanks to Sensors Magazine, IEEE I&M Society
and NIST for their support and co-sponsorship of
the workshop.

K. Lee, NIST, 6/4/01

24



Implementing IEEE 1451.1
in a Wireless Environment

Rick Schneeman, Computer Scientist
rschneeman@nist.gov

US Department of Commerce
National Institute of Standards and Technology (NIST)
Gaithersburg, Maryland 20899 USA

Introduction =

= Who we are: NIST mission is to help increase US
industry competitiveness through advanced research,
standards, and technology collaboration

= Member of the Sensor Development and Application
Group (SDAG) within the Manufacturing Engineering
Laboratory (MEL) at NIST

= Member of the Working Group on the IEEE Standard
for a Smart Transducer Interface for Sensors and
Actuators — Network Capable Application Processor
(NCAP) Information Model, or IEEE 1451.1 ("dot1”)

Implementing IEEE 1451 .1 in a Wireless Environment
25



Topics of Discussion

= Part 1: Provide a brief object-based overview of the
IEEE 1451.1 components, services, and block classes

= Part 2: Discuss the technical and architectural solutions
for the development and deployment of the NIST IEEE
1451.1 reference implementation

= Part 3: lllustrate the use of IEEE 1451.1 in an example
application using both the NIST C++ and Java reference
implementations

= Part 4: Describe an IEEE 802.11b (11Mbps) wireless
environment used for application testing and
demonstration

Implementing IEEE 1451.1 in a Wireless Environment 3

IEEE 1451 Overview/Goals i==

Provide standardized communication interfaces for smart
transducers, both sensors and actuators. In the form of a
standard hardware and software definition/specification.

Simplify the connectivity and maintenance of transducers
to device networks through such mechanisms as common
Transducer Electronic Data Sheet (TEDS) and
standardized Application Programming Interfaces (API)

Allow plug-and-play with 1451 compatible transducers
among different devices using multiple control networks

Give sensor manufacturers, system integrators, and end-
users the ability to support multiple networks and
transducer families in a cost effective way

Implementing IEEE 1451 .1 in a Wireless Environmen t 4
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Part 1: IEEE 1451.1 Overview/Goals

“The specifications provide a comprehensive data model
for the factory floor, and a simple application framework to |* =
build interoperable distributed applications...” Dr. Jay
Warrior, Agilent Technologies, Chair IEEE 1451.1 WG

In general, IEEE 1451.1 accomplishes this by providing:
+ Transducer application portability (software reuse)
+ Plug-and-play software capabilities (components)
+ Network independence (network abstraction layer)

The standard specifies these capabilities
by defining software interfaces for:

IEEE 1451 Smart Transducer Interface = nawon
System Block Diagram q

<+ Application functions in the NCAP that
interact with the network that are /\
independent of any network o o e

Network Capable
Application —_

rocessor

(NCAP)

+ Application functions in the NCAP that =
interact with the transducers that are
independent of any specific transducer
driver interface U

Implementing IEEE 1451.1 n a Wireless Environment

IEEE 1451.1 Overview/Goals (Cont.)

= |[EEE 1451.1 software architecture is defined using three
different models or views of the transducer device
environment:

+ An Object Model, defines transducer device specific
abstract objects — or, classes with attributes, methods,
and state behavior

+ A Data Model, defines information encoding rules for
transmitting information across both local and remote
object interfaces

¢ A Network Communication Model, supports a
client/server and publish/subscribe paradigm for
communicating information between NCAPs

1511
Object Mode

Implementing IEEE 1451.1 in a Wireless Environment
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Inside an IEEE 1451.1 Object ==

IEEE 1451.1 objects look similar to

other object-oriented class definitions; it hiaciriiin
they are comprised of instance data, " 0 0
other classes, code for implementing 0

Class attnbute access and

internal Operations Or methOdS, and invocation operations

Class Data
St a t e b e h aVi or ma Ch | nes = SN S S L = ‘%

Defines services and interfaces
required for distributed smart devices

Contaned Objects

(i.e., object discovery, invocation, . il A
synchronization) via attribute access Publications -
and operations ' Agorth
Specifies Object interfaces and S i,
behavior using the Object Model soorropre ||| B
The Object Model is formally descrlbed e

using the implementation independent
Interface Description Language (IDL)

Implementing IEEE 1451 .1 in a Wireless Environmen 7

Types of IEEE 1451.1 Classes

= Four Object classes are found in an IEEE 1451.1 system:

+ Block Classes (building blocks of the system)

» NCAP Block (network communication and configuration)

» Function Block (application-specific functionality)

» Transducer Block (transducer device driver interface w/app)
+ Component Classes (common application constructs)

» Parameter (contains structured information, network variables)

» Action (time-based system state altering activity)

= File (supports downloading new code to device)

» Component Group (addressing collections of related entities)
+ Service Classes (system and network services)

» Client Ports (implements client-side communication endpoint)

» Publisher Ports (implements publishing endpoint)

» Subscriber Ports (implements subscription endpoint)

» Mutex/Condition Service (provides application/NCAP synch)
+ Non-IEEE 1451.1 Classes

Implementing IEEE 1451.1 in a Wireless Environment 8
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Conceptual View of an IEEE 1451.1 NCAP (==

|||||||||||||||

= Uses a “backplane” or “card cage” concept

= NCAP centralizes and “glues” all the system and
communications facilities together

= Network communication viewed through the NCAP as ports
= Function block application code is “plugged” in as needed
= [ransducer blocks map the physical transducer to the NCAP

Transducer [ 1 Physical
Block % :—:: Transducer

: —
A l: F'él"d':" —] Transducer Interface
Network Ports i —
. T Function = Parameters, Actions,
Communication Interface Block =] Files, and other objects
Client/Server and Publish/Subscribe [ ]

Implementing IEEE 1451 .1 in a Wireless Environment 9

IEEE 1451.1 Communication Model ==

nnnnnnnnnnnnnnn

Provides two styles of

inter-NCAP

communication Process - Process
Client/Server: A tightly .. |

coupled, point-to-point f Oy
model for one-to-one prrebioy B o
communication e S ||~ S
scenarios — typically P e . i
used for configuration, e e

attribute accessors, a S »
and operation fy——
invocations.

Client objects “Execute()” or invoke operations over the network
against a Server NCAP. Server NCAP objects “Perform()” the
operation based on the ID and return the results to the client.

Implementing IEEE 1451.1 in a Wireless Environment 10



IEEE 1451.1 Communication Model (cont) i =)

= Publish/Subscribe: A
loosely coupled,

model for many-to-

many and one—¥[o— i S | kv |
many communication Publisher Pt rrw———
scenarios — typically Pt scm i ney S arameiense
used for broadcasting S i T
or multicasting T ey |

measurement data
and configuration
management (i.e.,
node or NCAP
discovery) information

= The Publisher is the sending object, it invokes “Publish()”
method and does not need to be aware of any receiving
objects. Subscribers issue AddSubscriber() method to register
interest in something on that subscription.

Implementing IEEE 1451 .1 n a Wireless Environmen t 11

.-
-
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Part 2: Implementing IEEE 1451.1 ™

= An IEEE 1451.1 C++ Reference Implementation
provides a concrete representation of the abstract
Smart Transducer Information Model (IEEE Std
1451.1-1999, Dated 18 April 2000). The NIST
implementation is called “1451.1 Lite”, as itis a
subset of the complete specification.

= A subset of the IEEE 1451.1 implementation has also
been developed in Java to provide an architecture
neutral NCAP configuration tool.

= The C++ implementation uses the open-source
Adaptive Communication Environment (ACE) from the
Washington University at St. Louis.

Implementing IEEE 1451.1 in a Wireless Environment 12

30



Using ACE Framework for IEEE 1451.1 ==

= ACE is an object-oriented framework
for implementing portable real-time
communication software patterns in
~g (+

= All core distribution, concurrency, and
communication patterns that underlie
the NIST developed IEEE 1451.1
implementation are derived from the
ACE library.

= Provides an object-oriented abstraction

: = APl
of operating system services for real- THRGNN
time network and communications S—— COMMANCATION VRTUAL BEMORY
support. SUBSYSTEM SUBSYSTEM SUBSYSTEM

communication companies including:
Hughes, Lucent, Ericsson, Siemens,
and Boeing among others

Implementing IEEE 1451.1 in a Wireless Environment 13

ACE Framework Components

= The Adaptive Communication Environment (ACE) is an object-oriented
framework that implements core concurrency and distribution patterns for
real-time communication software. ACE includes the following components:

» Concurrency and Synchronization

= Interprocess communication (IPC)

» Memory Management, Timers and Signals

» File System management

» Thread Management

» Event demultiplexing and handler dispatching

» Connection establishment and service initialization

» Static and dynamic configuration and reconfiguration of software

» Distributed communication services —naming, logging, time
synchronization, event routing and network locking. etc.
= Notice that the ACE components mimic the object requirements found in the
IEEE 1451.1 specification; therefore, the mapping was clear but
cumbersome because of the specificity of the standard.

Implementing IEEE 1451 1 in a Wireless Environment 14
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Key ACE Architectural Areas Leveraged ==

= ACE uses well-established object-oriented “patterns”, or
common design elements, including:

+ Reactor pattern (efficient event de-multiplexing and dispatching)
+ Active Object (multi-threaded execution object)

+ Activation Queues (decouples method invocation/execution)

¢ Method Objects (queue able objects for execution of commands)
+ Future Objects (resultant objects of method object execution)

= All of these patterns have concrete representations in ACE,
such as ACE_Tasks as an Active Object, etc.

= The low-level C++ TCP/IP socket “wrapper” routines were not
used because this would mitigate using the advanced features
of the object-oriented framework

Implementing IEEE 14511 in a Wireless Environmen t

Key ACE Architectural Areas Leveraged i E= .

= |[EEE 1451.1 "Entity” class forms the base class for all network
and block services in the standard. The “Entity” class inherits
the ACE “service handler” class, which integrates event-driven
“Active” object patterns with TCP/IP communication endpoints
and synchronization.

= ACE “service handler” interface supports real-time event-
driven input/output on multicast/unicast TCP/IP sockets,
providing an efficient networking scheme.

= [he IEEE 1451.1 standard specifies a data encoding
sequence for passing parameters between objects. An on-the-
wire network-based data representation for marshaling these
parameters is required for each control network used. For
TCP/IP networks, NIST used a CORBA compliant
implementation of the Common Data Representation (CDR)
library found in ACE.

Implementing IEEE 1451 1 in a Wireless Environment
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Key ACE Architectural Areas Leveraged ::

= Internally, the NIST IEEE 1451.1 code uses the CDR base
types as well. This reduces the amount of encoding and
marshaling overhead needed from converting base types to
the CDR types during marshaling activities.

= Blocks and Ports use (o VerpeBlock "Bl wera 5
ACE “Tasks” for their B i i o
multithreaded state U
machine behavior. Each ey IMT”E“ e—
Block/Port class B ﬁgzgtﬁmaﬁ :;;gugétgmgm iState ts)
implementation provides i flﬁlam
a virtualized svc() routine | SEEEmEE
to support each blocks case B FiseRVED bres
defined state machine. }'t}"ﬂ“
;
Implementing IEEE 14511 in a Wireless Environment 17

Progress to Date

= Maijority of the design in place (using inheritance and composition of
ACE services with 1451.1 code base)

= 70-75% of IEEE 1451.1 C++ code complete, all IEEE 1451.1 methods
have placeholders, network encoding still under development

= Core subset (.1 Lite) nearly complete, consists of a shared library under
Linux/FreeBSD & VxWorks and a dynamic link library (DLL) under
WIN32/NT

= Because the ACE framework is being used, a single source code-base
that is 100% portable to Linux/FreeBSD, NT, VxWorks, and other
POSIX or WIN32-based operating systems has been developed

= At this time, there is minimal access to the underlying STIM or
microprocessor hardware via device drivers, (most I/0O such as
temperature, pressure, or actuator data has been provided by the
NCAP via simulation)

= Java implementation consist of most blocks and communication ports.
A CDR encoding from the Zen Project at University of California, Irvine
has been integrated and is interoperable with C++ version.

Implementing IEEE 1451.1 in a Wireless Environment 18
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Lessons Learned on Implementation

= The standards' low-level attempt to redefine the RPC
(Remote Procedure Call) mechanisms for network
communication preclude and limit the implementer's ability
to optimize the amount and types of communication
patterns that can be used in normal real-time object-
oriented network communication software design.

= Many object-oriented patterns are disallowed because of
arbitrary inheritance chain and class partitioning.

= Partitioning forces the designers and implementers of the
software to create overloaded and convoluted classes in
order to pigeon hole the standard into certain middleware
and object-oriented framewaorks.

Implementing IEEE 1451.1 in a Wireless Environment 19

- -
- .
- — —
—

Lessons Learned on Implementation ?

= Large number of deployed NCAPs could be problematic for
system configuration, initialization, and maintenance unless
highly sophisticated configuration tools are developed.
However, software vendors can provide those tools.

= Modern middleware provides similar service-oriented class
characteristics; an OS adaptation layer standard definition
approach would ease integrating application functionality.

Implementing IEEE 1451 1 in a Wireless Environment 20
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Lessons Learned on Implementation

= The backward or legacy approach to preserving other
device bus application interaction complicates and makes
the standard over specify itself.

= Implementations of the standard (in C++) are cumbersome
and very large for many small embedded systems. A
subset standard (IEEE 1451.1 Lite) should be considered
for the applications that only need a small subset of the
current 1451.1 standard specification.

= NIST implementations unique use of CDR streams as the
underlying data typing mechanism provides a less complex
asynchronous and synchronous communication
marshaling routines.

Implementing IEEE 1451.1 in a Wireless Environment 21

|IEEE 1451.1 Benefits

= Using P1451.1 provides:

+ an extensible object-oriented model for smart
transducer application development and deployment

+ application portability achieved through agreed upon
application programming interfaces (API)

+ network neutral interface allows the same application
to be plug-and-play across multiple network
technologies

+ leverages existing networking technology, does not re-
implement any control network software or protocols

¢ a common software interface to transducer hardware
i/o

Implementing IEEE 1451.1 in a Wireless Environment 22
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Part 3: Looking at an IEEE 1451.1 Application

+ An NCAP Block (consolidates system and communication

housekeeping)

= A minimal IEEE 1451.1 application consist of a few classes:

¢ A Transducer Block (provides the software connection to the

transducer device)

¢ A Function Block (provides the transducer application

algorithm (i.e., obtain and multicast temperature data every

second)

+ Parameters (contains the network accessible variables that
hold and update the data)

¢ Ports (network communication objects for publishing and
subscribing to information or interacting with other NCAPs

using client/server

Implementing IEEE 1451 .1 in a Wireless Environment

A C++ |EEE 1451.1 Application
(NCAP Block)

Creating a NCAP object
starts with defininga TCP
server port assignment.

Create a Tag, this is used
to identify the NCAP to
others on the network

Build a Dispatch Address
for clients to use to talk to
NCAP

Instantiate the
Temperature NCAP

Register the dispatch
address with this NCAP

Initialize the NCAP state

Tell NCAP to go “Active”
or start running

Implementing IEEE 1451 .1 n a Wireless Environment

||||||||

declare a return code object for
OpReturnCode ret:

/7 build a local client-server address &

ObjectTag localHost;
Ulntegerlt localPort:

1451 methods

port based on this HCAP

configlocalidddress(localHost, localPort)

/4 need an object tag f

ObjectTag ncapTag

create a generic clien

lw pu t 1z dummied L

ne of the tem

1r \pncap
Ob]EDtDlspatchkddress ncapaddrflucalﬂust faEt _rap(), 10002-=localPort#/, mcapTag)

/7 create a set of object propertiss including the ncap client-server

or the client-zerver
CAP-NCAFBlock" )

ot dizpatch address for this

ObjectProper tiss ncapprops(ncaplag ”mwn:r“ ncapaddr . “ncapabj”)

A vﬂa B h~ NT T HCAF

a HIST Temper:

turs

HCAP " ¢¢ endl

"Cre.
tempNCkP* ptcmpNuAP = new tcmpNuAP( n:approps
"HIST"

/ Register NCAP with itself to
ret = ptempNCAP->RegisterObgect

make

{®pten

nla HIST MiqID# 85073"
“N2
VHUDrkSS ")

operations on it Wetwork Vis
pHCAP. ®=ptenpNCAP. ncap \:tdr)

if (ret majDrReturnCode |= MJ_COMPLETED)

cout ¢¢ "Could not RegisterObject(

A7 imitiali the ncap s

et = ptempHCkP >Initializ IR

put s NCAP in
ptempNLAP yGohatival )

36

to the

tate (start

Active St

ate

)" ¢¢ endl

the thread/task)

NCAP

all‘a lUL 1 debugging on the same

ible

address

(NCAP is ow

ner)



(Transducer Block)

A C++ IEEE 1451.1 Application =X
/# get the state of the HCAF, should be INACTIVE! j

Creating a Transducer
Block starts with defining
a Tag for this object
Optionally, another
Dispatch address can be
generated for this NCAP
Create a set of Object
Properties that give this
object special identity
Instantiate the
Transducer Block
Register the Transducer
Block with the NCAP

Initialize the TBlock state

Tell TBlock to go “Active”
or start running

Implementing IEEE 1451 .1 n a Wireless Environment

A C++ |EEE 1451.1 Ap&)lication =
(Function Block)

Creating a Function Block
starts with defining a Tag for
this object

Optionally, another Dispatch
address can be generated for
this NCAP

Create a set of Object
Properties that give this object
special identity

Instantiate the Function Block
Register the Function Block
with the NCAP

Initialize the Function Block

Tell Transducer Block to go
“Active”

Manually “Start()” the
application or do it later from a
network invocation

Implementing IEEE 1451 1 in a Wireless Environment

NCAPBlockState ncapState;
ret = ptenpNCAP-:GetHCAPBlockState(ncapState)

/4 print state i1nformation
if (ret majorReturnCode == MJ_COMPLETED)
oout ¢<¢ "NCAP Block State = " ¢¢ ((noapState == 4) 7 "NE_INITIALIZED" . "OTHER") << end.

tell neap to go active now
*/ptempNCAP—>Godctave( )

PRELSSLILLLIELIEELRRLR AL ELEEEL L
/#7¢ create a transducer block

FIITELIEELESTIIIILB PRI ELLELETTFTF S

ObjectTag tblockTag("tempCAP-TBlock" ).

CObjectDispatchiddress tblockaddr{localHost fast_rep(), 10003, tblockTag],

create & =et of object properties including the neap wulticast address
#¢ first entry of object properties is what registerObject keys on
ObjectProperties tblockprops{tblockTag, "owner", tblockaddr, "tblockebi” )

# create a specialized transducer block for the temperature NCAP
cout ¢¢ "Creating a generic Transducer Block ...." << endl;
tempTBlock =ptempTBlock = new tempTBlock(tblockpreps, ptempNCAP);

Register NCAP with itself to make operations on it Fetwork Visible (NCAP is owner)
ret = ptenpNCAP-3RegisterObject{#ptempTBlock, #ptempNCAF, tblockaddr)
1f [ret majorReturnCode != MJ_COMPLETED)

cout ¢¢ 'Could not RegisterQbject()" <¢ endl:

initialize the ncap state (start the thread/task)
ret = ptenpTBlock—rInitializel):

/ prime the tblock application before starting
ptenpTBlack—Codetivel )

ObjectTag fblockTag( " tempHCAP-FBlock"): _'_J

)
44]

I
l

z

I8 CENTENNIAL

BILILLLLLLLELELELELELELELLLELLLLELEL S j
/774 create a function black
TTTTT T PP Prrehokobieb L L f//"//////////,

ObjectTag fblockTag( " tempNCAP=-FBlock” )
Oh'v\:tDi;patchAddrsss tblockiddr(locallost fast_zep(). 10003, fblockTag):
/¢ create a set of object properties including the ncap multicast address
¢ first entry of cbject properties is vhat registerObject kevs on
'Oh]u:tPernrtics fblockprops(fblockTag. "owner®. fblockdddr. "fblockob;®)
## create a generic function block for the application
cout ¢« "Creating & Publisher Function Block " ¢¢ endl
tempFBlock #ptempFBlock = new tempFBlock{fblockprops, ptempTBlock);
"
/7tenpFBlock ptempFBlock(fblockprops, ptempTBlock)
#¢ Register the FBlock to make cperations on it Network Vigible (NCAP block iz owner)
Tt = ptenp“CAP—)E¥1sterOhjecttipteonBlnck, #ptenplCAP, fhlockiddr);
1f (ret majorBetdrnCode |= MJ_COMPLETED)

cout_é<"Could not RegisterObject(]” << endl,

#7 initislize the ncap state (start the thresd<task)
rah. = ptempFBlock->Initialize():

prine the fblock application before starting
%EmpFBchk—)GDActlve()

7+ now actually start the application
ptenpFBlock->Ctart():

v
/7 getthe state of the NCAP again, should be ACTIVE!
ret~< ptempNCAP-:GetNCAPBlockState(ncapState)
// print state information
if (ret majorReturnCods == MJ_COMPLETED)
cout ¢¢ "NCAP Block State = " ¢¢ ((ncapState == {) ? "NB_INITIALIZED" : "OTHER") <« end.

// process events in the 1eee environment

NCAP_VAIT_ON_EVENTS

I |
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A C++ |EEE 1451.1 Application (Ports) ==

= Ports are used throughout
the application in the void tenpFBlock . SetupFBlockDatal)
NCAP, Function Block | { Jeclore o cotura sade diject. for iswn 1651 astiod calls
and Transducer Block '

ObjectTag mtag( "multicast tag"):

= Ihis Plort snapshot is e e et et it s £ e
used to multicast ACEDEFAULT MULTICAST PORT
ntag)
temperature data from < create a set of object properties including the nc ap address
W|th|n the Functlon BIOCk Dh]B:tPTDDBTtl-ES m:ast,prnpsf‘jtemp thlock® nwn%r mca:t addr tblnckcvm g
= A Publication Topic and By b iy o e
Key are used to define - ~tremve-a-publisher-tonge for Filock Dats
thiS On the network JDj.E.’ new P\.jbl tlDﬂTUlZIIlCIf ‘TEMDFEl?EP’Ddt?)
B InStantiate the Port, in thiS ?E‘fgcidd;ﬁegiéngoifg rEgﬂ?EE;‘t?ﬁ‘JEi;ﬂ?;igiitolPul;li'\shsigéitfmcast _props. *topic).
cl:;)?)?_te an Event Generator tkhck datanub po;;: q;tllz-‘ut:nl:lv:-atm;‘i\!\:?;‘ﬁifsgnSILI:;; PAR\(:}METRILWUATAJ
event pub has been retrofitted (non-std) to include time-based event gensration
= Settimer parameters for S cnnnbiion. il o sk
g ” = TineRepresentation timere
hOW Often tO flre thIS Ftlmereg sem;di = : p

tinerep nann:\secand= =0

event

event sher

fhlntk dara puh pnrt— ‘?efT MPI’(V‘ITHEI“ED\
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Executing an |IEEE 1451.1 Application {==d:

= An embedded Temperature NCAP Application is running from a
remote location on the NIST Intranet

« As part of the system configuration, a NIST developed Java tool on a Notebook
issues a discovery multicast, finds the NCAP, and starts the remote NCAP’s
Function Block

+« The remote NCAP Function Block responds by publishing temperature data every
second as the Java tool records the information

Implementing IEEE 1451.1 n a Wireless Environment
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Part 4: Using IEEE 1451.1 in a Wireless ===
Environment

= The NIST C++ IEEE 1451.1 reference implementation uses
TCP/IP as its underlying control network.

= From TCP/IP, IP multicast and TCP unicast features are used
to implement publish/subscribe and client/server, respectively

= ACE is used to abstract the networking code from the
application; therefore it is highly adaptive to various protocols

= Wired 802.3 Ethernet has been used primarily for testing. No
changes were needed in ACE to support this protocol.

= Wireless 802.11b (11Mbps) Ethernet has also been used for
testing. Again, no changes were made to ACE as the TCP/IP
protocol is compatible with both 802.3 and 802.11b physical
mediums.

Implementing IEEE 1451 1 in a Wireless Environment

Using IEEE 1451.1 in a Wireless Environment =3

uuuuuuuuuuuuuuu

= Testing scenarios included using
a wired subnet connected to a Fon: A Efﬁ‘ s X
wireless extension of the subnet

= Wireless extension uses an L3 _
Agere (formerly Lucent) Orinoco tm

[
T lm bus POMCLA bus PCMCLA bus

RF Network
Card
(PCMCIA)

RF Network
Card
(PCMCIA)

(FCD)

AP-1000 dual card “access point” s | S
= Range extender antennas are .. N pro. /m;'g
also connected to the access r\‘i“f\ deiion) ;’
point and each PC-CARD AV
=« Each node on the wireless side —
executes an [EEE 1451.1 NCAP -

appllcatlon Wired Network

= Java Configuration tool executes [ —
beyond the wireless net on the '

wired subnet

=

L 1
Implementing IEEE 14511 in a Wireless Environment 30
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Limited testing scenarios confined to the office environment at NIST
Experience has not been good due to range problems within our building.

Structural barriers within the walls severely restrict the range available
from NCAP to access point

Building constructed in the 60’s of solid concrete block with concrete
floors, offices

Range using a wireless subnet is no greater than 20-25" with antenna
High-end of 11 Mbps range only reached with 15’
All applications worked as advertised albeit with limited range.

Multicasting through the bridge needed to be configured through the
access point

Noticeable delay for multicast depending on how configured at access
point

Implementing IEEE 1451 1 n a Wireless Environment 31
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Summary =

IEEE 1451.1 is a comprehensive and large standard that
adequately addresses the smart transducer industry need
for portability and network independent access.

The standard however in addressing all the facets of the
smart transducer is complex and quite large.

NIST has embarked on implementing a good deal of the
standard with emphasis on getting the communication and
infrastructure code in place in order to start using the code.

Choosing and implementing the standard with a solid
object-oriented framework such as ACE provides a robust
environment for real-time network communication.

Migrating the implementation to other middleware such as
CORBA for heavier weight uses will be reasonable to do

Several projects at NIST will use the implementation for
supporting manufacturing related activities

Implementing IEEE 1451 .1 in a Wireless Environment 32

Summary (cont) |

Continued testing in the wireless space is required
to gauge the effectiveness of the implementation.

Bluetooth trials are forthcoming; however, the lack
of multicast support will severely impact the
applications — continued research here is a must

Other lightweight middleware packages are going
to be isolated — XML and SOAP, etc; however,
these protocols do not support asynchronous
messaging or publish subscribe in efficient ways

Slimmer implementations of the IEEE 1451.1 will
need to be experimented with for use with the
smaller micro platforms.

Implementing IEEE 1451.1 in a Wireless Environmen t 13
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= More information about ACE can be found at;
www.cs.wustl.edu/~schmidt/ACE.html
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Bluetooth
Small Sensor Area Networks (SANSs)

Thurston Brooks

with contributions by
Encsson Mobile Communications AB

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Wireless Advantages

Augment wired LANS

Minimize setup requirements by installing preconfigured
WLANs without MIS support

Factory floor can exchange data with central databases
“Instant” reconfigurability

[nstallation simplicity and flexibility

Cost effective TOC

Mobility-WLANSs can provide access to real-time info
on-the-go

Scalability
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Wireless Advantages (Cont.)

« Eliminates logging and paperwork
» Historical data 1s easily maintained
* Reduces data gathering errors

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Wireless Condition Monitoring

Will reduce monitoring installation cost
— $20/ft typical, as much as $2000/ft some apps (e.g., Nuclear)
— (Cabling is 30-45% of TOC
Real-time dynamic range 1s expensive (correlates to
difficulty)

Spread spectrum technology with data dumps i1s now
feasible for low cost

Portable

Immediate alert of alarm conditions and follow-up data
dumps are also feasible
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Manufacturing Solutions

Majority of wireless products in marketplace are
proprietary spread spectrum and narrow band solutions
in the ISM bands (400MHz, 900MHz, 2.4GHz)

— Today 80% of customers — SS (*Garner Group)
Typically constrain user to buy from a particular vendor
Interoperability, low-cost, and broad user base (1.e.,
market demand) are stimulated by Standards

— IEEE 802.11 (2.4GHz @ 1-2Mbps) LAN

— Bluetooth (2.4GHz (@ .75Mbps) PAN

Potential Interference between 802.11 and Bluetooth

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Narrowband Manufacturing Solutions

Available since early 1980s
Low throughput
— term NB — RF BW typically 12.5-25.0 kHz
Longest Range
Low cost for large sites
Little or no vendor interoperability
Easily jammed
Site license required for protected bands (450-470 MHz)
Large form factor




Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

900 MHz ISM Manufacturing Solutions

Here Today — many 900 MHz LANS in use

Data rates of 100-450 Kbps are sufficient for many
manufacturing applications

Typically better range than 2.4 GHz systems
Very crowded band

— US: cordless phones, vehicle locators, etc.
— International: GSM cellular and military systems

Little interoperability
Lack international acceptance

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

2.4 GHz ISM Manufacturing Solutions

Standards based systems
Multi-vendor support
High data rates available
— IEEE 802.11 10 Mbps
— Bluetooth 1 Mbps
World-wide acceptance
Limited range
— Atftenuation
— Less power
— Poor coverage — Increased infrastructure costs
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IEEE 802.11b

e Defines wireless LAN interoperability
 Two forms:
— Frequency Hopping Spread Spectrum (FHSS)
* 2.4 GHz 79 Channels 1 MHz wide (US)

— Direct Sequence Spread Spectrum (DSSS)
* 2.4 GHz 3 non-overlapping Channels 22 MHz wide (US)
* 2.4 GHz 1 Channel 22 MHz wide (Japan)

e Both techniques limited to | W max radiated power US

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

802.11 and Bluetooth Interference Potential

Both standards use frequency hopping
Bluetooth is predicted to “jam™ 802.11 FHSS operation

— BT will most likely interrupt an 802.11 transmission many times before

the 802.11 device hops to the next frequency (Jim Geier-Wireless Nets)

FCC does not mediate frequency conflicts in the unlicensed bands

— IEEE has created the 802.15 Coexistence Task Group 2
Preliminary analysis by 802.15 Group indicates that 802.11 DSSS 1s
very reliable in the presence of BT
Solutions

— BT falls off quickly, avoid close proximity with 802.11 devices

— Reduce 802.11 radio distance
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Advantages of Spread Spectrum

SS can co-exist with other systems that are already using
the same frequency bands

SS has excellent discrimination of signals in multipath
environments

SS is less interference prone that other techniques
particularly in manufacturing environments where “noise”
can be severe

SS in the [SM Bands do not need licensing
SS combined with TDMA has nearly unlimited capacity

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Frequency Data rate
400 MHz UHF NB 4.8-19.2 Kbps
900 MHz SS 100-400 Kbps
2.4 GHz SS 1-2 Mbps
2.4 GHz SS (802.11b+) 10 Mbps+
5.7 GHz (Future) 20) Mbps++

Guide to Wireless LAN Technologies, Intermec Tech Corp
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Ranges of RF Manufacturing Solutions

Frequency Indoor Range
400 MHz UHF 300-400 ft.
900 MHz SS 220-350 ft.

2.4 GHz SS 100mW 150-200 fi.

US, Asia, Pacific, Latin America

2.4 GHz SS 500mW 200-250 ft.

US, Asia, Pacific, Latin America

2.4 GHz SS 100mW 125-150 ft.
Europe

Guide to Wireless LAN Technologies, Intermec Tech Corp

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Factors Effecting Range

Transmitter Power

— The FCC regulations permit radiated RF power for unlicensed operation of
up to 1 watt (+30dBm) when spread spectrum modulation techniques are
used. All ISM band wireless modem and wireless LAN products must
adhere to these requirements.

Receive Sensitivity
— Receiver sensitivity quantifies the ability of a receiver to respond to weak
signal levels. Typically stated as Maximum Bit Error Rate at a certain RF
level, e.g., 10 BER (@ -70dBm

Path Loss

— Signal attenuation between the transmitter and the receiver.
Antenna Gain

— Apparent increase in signal strength due to beam forming.

Slide Courtesy of Robert Haller, Grayhill
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Freespace
Attenuation

Rain Loss
-1dB/mile

Water
Vapor

»-

N

02
Absorption

-01dB/mile

Yl

7 A

Multipath

Transmitter Receiver

Losses

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Range - Link Budget

Gt \ Signal
Power

Where: Tp = Transmitter Power
Gt = TX Antenna Gain
L. = Path Loss
Gr = RX Antenna Gain
Ni = Thermal Noise
F = Noise Floor

Slide Courtesy of Robert Haller, Grayhill
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Antenna Fundamentals

* Omnidirectional (Isotropic Source)

— An isotropic source is a source radiating energy equally in all directions.
* Directivity

— Directivity is the ratio between the maximum radiation intensity from a

transmitter and the radiation intensity from an isotropic source radiating
the same power.

* Gain
— The gain of an antenna is a function of the antenna’s directivity — as the

antenna’s beam is focused it’s Effective Radiated Power (ERP) is
increased.

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Multipath
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Ray Tracing

Software modeling of 2D or 3D ray
tracing 1s the most reliable.

System using only free-space path loss
are the least reliable

Modeling has limited value within a
manufacturing plant

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Applications

* Retail

— Wireless link to database

— Transaction based

— Inventory control
* Warehouses

— Handheld devices improve efficiency

— Eliminate paper

— USPS logs trucks in and out of distribution centers
» Healthcare

— Patient monitoring

— Tracking pharmaceuticals
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Applications (Cont.,)

* Restaurants
e Utilities
— Meter reading
* Handheld devices improve efficiency
» Eliminates paper

» Kansas City Power & Light system monitors 150,000 customers,
automatically tracks usage and issues bills — no meter readers

— Monitor electrical distribution
* Vending

— Typically utilize existing cellular networks

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Applications (Cont.)

Traffic Monitoring
[ndustrial Process Plants
— Tank Farms
* Monitor fluid levels, flow rates, temperatures
— LOS 2 miles
Ship/Transportation Crane Controls (Omnex)
Manufacturing Cells
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Bluetooth Link Budget for Max Power TX

20 dBm =T~ Tx power (100mW)

0 dBm = Near Rx w/Power Control
(may not be relevant for Industrial)

-20 dBm =T~ Rx power @ 1-3m
(Rx Pmax)

-70 dBm =T~ Rx power (@ 100m
} SNR 21 dB
-91 dBm =

= Noise floor
}' NF 23 dB
=114 dBm = kTB

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Operational States

Standby
[Inquiry-Paging

Connections
— Active
— Power Conserving
* Hold (delta t)
* Sniff (Poling)
* Park (Listen but do not disturb master)
Synchronous Connection-Oriented (SCO) Link (primarily
used for voice)

Asynchronous Connection-Less (ACL) Link (primarily
used for packet data)
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Features

Regulations

— FCC Part 15 compliance
— ETSI 300 328
Frequencies

— covers all of the 2.4GHz ISM band
Time Division Duplex
Stand-by Modes

— Park

— Hold

— Sniff

— Standby

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Operational States

Master — sets the
hopping sequence

Active Slave — 3-bit MAC
address for immediate
communication — only 7
slaves in a piconet

has no MAC address

Standby — Unconnected
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Technologies International, Inc.

Making a Connection

—

Standby

!

Inquiry

Connected

Sensors Expo 2001 — Bluetooth Small SANs

Inquiry

Technologies International, Inc.




Technologies International, Inc.

Sensors Expo 2001 — Bluetooth Small SANs

Making a Connection

—P| Standby

!

Inquiry

Connected
|

Technologies International, Inc.

Sensors Expo 2001 — Bluetooth Small SANs

Creating a Piconet

Piconet: A
collection of
devices connected -

in an ad hoc
fashion /

’

sla,\{e G O
/ ‘\]\k

master A

“By Invite Onfy”

\
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_F H_n_)ith. TDD Channel

f(2k) f(2k+1) f(2k+2)

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

- Frequency Hopping

2.402

meer T W
o NEBNEESTHN

time
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Synchronisation of Physical Channel
master BD ADDR — hop sequence

master CLOCK  — phase

master CLK L+ I hase slave 1 “

sequence e

master
Phase master BD_ADDR

offset e

slave 3
Master Unit is the device in a slave 4

a piconet whose clock and e
hopping sequence are used

to synchronize all other

devices in the piconet

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Mixed Link Example
ACL SCO ACL ACL SCO

MASTER . B
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Data Rates (kb/s)

type symmetric asymmetric
108.8 108.8 108.8

D 172.8 172.8 172.8 Master unit controls
the link bandwidth,

DM3 387.2 54.4 decides how much
is given to each

DH3 86.4 slave, and sets the

symmetry of the link
DM5 477.8 36.3

723.2 57.6

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Automatic Repeat Request (ARQ) Scheme

A

S
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Sniff Mode

MASTER

SLAVE 1

(listens every
ncycles)

SNIFF INTERVAL
(n=4)

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Park & Hold Modes

PARK INTERVAL
BC ACL

MASTER - .

Parked Loses ADDR but Keeps Hop Sequence
SLAVE X

(wakes to
synchronize)

SLAVE 2

SLAVE 2
in Hold




Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Scatternet

o
-
- slave 3

”
r'e
/

Z slave 1

\aster A

slave,g
/

7

rd
”~
-

-
—— —

Multiple non-synchronized
piconets form a scatiternet

Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Bluetooth Today (242 products)




Sensors Expo 2001 — Bluetooth Small SANs Technologies International, Inc.

Information

http:// www.bluetooth.com
http://news.zdnet.co.uk/0..t294.00.html]
Any Search on “bluetooth”
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Wireless Ethernet (802.11) Overview

James D. Gilsinn
National Institute of Standards & Technology
[ntelligent Systems Division

james.gilsinni@nist.gov

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division Slide 1

What 1s IEEE 802.117?

[EEE 802.11 1s extension of Ethernet standard
(IEEE 802.3) into wireless communications
Allows roaming computers to talk to other devices
(peer-to-peer) or connect to wired network
(transmitter/receiver)

IEEE standard allows interoperability between
multiple vendors products

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division




Peer-to-Peer Network Transmitter/Receiver
(Wired/Wireless Network)

Pictures from Vicomsoft Web Site, http://www.vicomsoft.comy

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division

802.11 Specification

Speeds of 1-2 Mb/sec
Operating Range: 10-100m indoors, 300m outdoors
Power Output Limited to 1 Watt in U.S.

Frequency Hopping (FHSS), Direct Sequence
(DSSS), & Infrared (IrDA)

— Networks are NOT compatible with each other
Uses unlicensed 2.4 GHz band (2.402-2.480 GHz)
Provide wireless Ethernet for wired networks

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division




802.11 Varations

« 802.11a
— Speeds of 6-54 Mb/sec
Uses 5 GHz band instead
— Not commercially available, at the moment
« 802.11b
— Speeds of 5.5 or 11 Mb/sec
Direct Sequence Spread Spectrum (DSSS) Only

— Backward compatible with 802.11 DSSS components

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division Slide 5

Freq. Hopping Spread Spectrum

Uses 79 separate | MHz channels from 2.402-2.480 GHz

Hops about every 0.1 sec (22 hop pattern, 2.5 hop/sec minimum in US)
Immune to single frequency noise, has trouble with wideband noise
Many networks can be located in the same area

Uses less power to transmit & less expensive to build than DSSS

Bad S/N Ratio Single Freq. Noise Good S/N Ratio
Wideband Signal Noise Hop Fireg.
Noise | §

Frequency Frequency Frequency

Signal Strength
Signal Strength
Signal Strength

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division Slide 6
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CENTENNIAL

FHSS Block Diagram

Frequency Frequency
Synthesxzer Symhe&zer

ﬁg@jﬁl Hg:%
Digital Front-End
R Mod Filter m’

From Wayne Manges Presentation (@ ISA Conference on Wireless Communications

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division Slide 7
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CENTENNIAL

Direct-Sequence Spread Spectrum

Signal modulated with a spreading code (11-bit Barker Sequence)
All 802.11b compliant products use the same spreading code

Higher data rates because of “fatter pipe” (about 11 MHz)

Allows for some single frequency noise & higher wideband noise
Only allows for 3 networks in same area

Uses higher power to transmit & more expensive to build than FHSS

Bad S/N Ratio Single Freq. Noise Good S/N Ratio

Wideband Noise

Signal

Signal Strength
Signal Strength
Signal Strength

Frequency Frequency Frequency

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division Slide 8
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DSSS (cont’d)

Transmit data bits 01 using DSSS spreading code 10110111000

Desired
Signal

| ||
s oo off0 0 0 o JIN o N

Transmitted
Signal

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division
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DSSS Block Diagram

Spreading Local Spreading
Code Code
Generator (Generator

Camier Local Carmer

@@ @@
Filter

From Wayne Manges Presentation @ ISA Conference on Wireless Communications

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division Slide 10




802.11b uses Wired Equivalent Privacy (WEP)
protocol for encryption and authentication

WEP protocol is self-synchronizing
64-bit key (40-bit secret code, 24-bit “init” vector)

Additional info sent with message for data
integrity checks (i.e. CRC-32)
Uses same key to encrypt/decrypt message

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division Slide 11

802.11b Equipment

» IEEE standard allows for many vendors
— Access Point Base Stations $200-S1200
Access Point Software $175
— PCMCIA Cards S80-$375
PCI Cards $50-8300
— Extension Point Base Stations $1400
* Prices vary greatly due to different features like
security options, number of users, etc.

 http://www.wirelesscentral.net/

National Institute of Standards & Technology
Tuesday, July 17, 2001 Intelligent Systems Division
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Wireless Interface
Options for 1451

Michael R. Moore
Oak Ridge National Laboratory

Intelligent Integrated Sensors & Systems ornl !

Key Elements of Sensor
Standard

e TEDS

® Synchronization of Data Sampling

® Unique Identification

® Accessibility to Networks (e.g. Internet)
® Plug--11:/-Play Sensor Connections

Intelligent Integrated Sensors & Systems ornl !




Business And Technology Issues
Drive Selection

® Business/Marketing e Technology
— Industry Acceptance ~ Bandwidth
» Cost -
» Availability Compatibility
» Reputation » System Integration
» Form and Function » RF Interference

— Standards Development # of Nodes
» Leverage Current Size/Length of Network

Standards Extensible for Future
» Buy-in From Growth
Membership

— Future Growth

Intelligent Integrated Sensors & Systems ornl !

Candidate 1451 MAC/PHY
From Other Wireless Standards

(Business Issues)

® Use IEEE 802 Family As a Model

— Get Market Acceptance of Protocol

- Let MAC/PHY Adapt to the Market Place
e Time to Market

— Which MAC/PHY Are Supported by Current
ASICs

— Which Existing Standardized PHY is the Closest
to Our Needs

® Cost

Intelligent Infegrated Sensors & Systems ornl !




Candidate 1451 MAC/PHY

From Other Wireless Standards
(Technology Issues)

1805 | | ] x [I14-] Cell | Ox
[ Bluetooth | | x [ = [245 | PAN| 1 |
| P82.A5 | | x | @ ]245 | PAN| 1 |
P802.16b | x | | | 5 |WAN| 54 |
802.01a | x | ] [ 5 |LAN]| 54
(80211 | | x | x [245]LAN| 1.2 |
802116 | | | x |245] LAN [55.11

_________Intelligent Integrated Sensors & Systems

IEEE 802 Wireless Projects

e [FEE 802.15 (Bluetooth)
e [EEE 802.11
» Clause 14 - 1,2 Mbps FHSS LAN MAC for 2.4 GHz
» Clause 15 - 1,2 Mbps DSSS LAN for 2.4 GHz
— IEEE 802.11a
» Adds Clause 17 - <564 Mbps OFDM LAN for 5 GHz
— [EEE 802.11b
» Adds Clause 18 - 5.5 and 11 Mbps DSSS for 2.4 GHz

e [EEE 802.16b (task group 4) Wireless High-Speed Unlicensed
Metropolitan Area Network (Wireless HUMAN)

» MAC: IEEE 802.16
» PHY: [EEE 802.11a; ETSI BRAN HIPERLAN/2




IEEE P1451.5
Could Accommodate Rapidly

Changing Wireless Arena
App
Layer

1451.1 Object Model
Data
14514
block Link
E AC/ A Layer
W
EE I PHY.
1451.5aj§1451.5b§1451.5¢
802.15)4(802.11)§(802.16)

~  Intelligent Integrated Sensors & Systems

1451.5 Wireless
Leverages Other 1451 Projects

® Smart Transducer Object Model from
1451.1

e TEDS Concept from 1451.2
e Synch and XML TEDS from P1451.3

® Compact TEDS and Transducer
Interface from P1451.4

Intelligent Integrated Sensors & Systems ornl !




Size of Network vs PHY

WAN/MAN

Intelligent Infegrated Sensors & Systems ornl !

Future Growth

e A Well-Planned Architecture Enables
the Quick Incorporation of...
- Emerging Wireless Technologies
— Security (as described in IEEE 1363)
— Mobile Ad-Hoc Networking
— Others

! Intelligent Integrated Sensors & Systems ornl !




Conclusion

® A new Wireless Interface, IEEE P1451.5,
is Proposed that will

- Leverage Sensor Networking Capabilities
From the Other IEEE 1431 Projects

— Include Multiple MAC/PHY Combinations
— Use IEEE 802 Approach as a Model

— Has a Layered Architecture
» Enables Rapid Ramp-Up Utilizing Existing
Products

» Enables Future Growth

' Intelligent Integrated Sensors & Systems ornl !
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RS .
Developing Executable
Specifications for Networking
Smart Transducers to
Bluetooth

Steven B. Bibyk
Information Electronics

The Ohio State University
bibyk.1@osu.edu

15 May 2001 Department of Electrical Engineering

Problem Statement

m Networking smart transducers wirelessly
IS attractive

= For small-span networks, using existing
wireless technology is simpler, quicker
and inexpensive

m Challenge is to design a network
infrastructure according to voluminous,
complicated standards and new
commercial technology

: e ]
'-:,”#._m e Department of Electrical Engineering %'1
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Wireless Sensor Standards

m Combining Sensor Standards with
Wireless Standards is error prone. Key
requirements are nebulous --- battery
life?

= Need to be able to exercise & forecast
how the specifications will play out:

-System Level Definition Language
www.sldl.org (get white paper)

= Hardware Description Language (VHDL)
NPWM' Department of Electrical Engineering %‘H

NetEnabled Overview

= Connecting Devices to:
» Networks
+ Data centers
« Desktops

= Using:

« Serial, Ethernet, RF, TCP/IP, cellular, CDPD, satellite, pager
m Need:

« RF technologies supporting:

= 4+ years for hourly readings using only 3.6V, 5000mAhr
battery

» Variable transmissions power and distance
= Fast sync times and short protocol negotiations
= Application: Class I, Div I environments

: RS
h"‘ﬂW"'" e Cepartment of Elecirical Engineering %ﬂ
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MyTankLevels.com

L
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i iy
%"W""" e Department of Electrical Engineering %“1

ASIC+

m Electronics Design Business

m Specialty in Mixed Signal ASIC tapeouts.
m RF CMOS chip design and delivery.

s Embedded Systems and Firmware.

= Strong Methodology in using Hardware
Description Languages - mainly for
digital systems but also for Analog

m IEEE 1076 (1987, '93, '99) VHDL-AMS
%"W'"' Department of Electrical Engineering @d
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Past Designs and Customers

EEE

= System (SoC)
m RF Sensor Codec i
= Satellite Control =
= RF ID Tag

= UWB

m contact:

m Todd James
R .

IEEE 1451.1 Standard

ik
|2 ﬁ

Multiple Network
Networks Driver
A A /’/ Sensors
' Network Capable o
Application i
Processor ] , ’
Smart
Smart Transducer <:> Transducer
Object Model (1451.1) interface
Module
L 1] (STIM)
Actuator ‘
v,' ------- 7
% /
Network Multiple Transducer
Hardware Drivers Hardware
‘%"W""' mine Department of Elecirical Engineering
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IEEE 1451.1 Client-Server “
Network Model

= Tightly coupled, point-to-point model

= NetInf translates IEEE 1451 datums to
network specific format

Network Infrastructure Network Infrastructure
\ Network /
M""M’- ““““ g2 Department of Electrical Engineering h-

IEEE 1451 Client-Server Model

Client Object | Client Port Object Server Object
Network
Network
£
%

%‘Z@‘
&)

Parform

ﬁ
2
y e'-"" ‘._q_a
® ;.;;»5'

values
1 i
M""M‘ ’’’’ . Department of Electrical Engineering |SPAT
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IEEE 1451 Communication -«
on Bluetooth

Client Object | Client Port Object Server Object
Network
Network
£},
%

%‘2‘%
>,

OBEX %
On *5'):%’5-
o Fog
Bluetooth ey
lyﬁ/e Farformm
2t y
o el
F Be‘n eﬁ"’"‘. ‘SM
eF

Servar ‘9&95,

output
values

i
%W’"‘ i Department of Electrical Engineering
Problem

VHDL Design of Interface -«
Entity

EMNTITY interface IS

PCRT(
client_reguest : INBIT;
client_sbort : INBIT;
serverid @ INUIntegers;
server_operation | [N INTEGER,;
server_input_args | IN integer_array,;
received_gkt | INBIT,
connect_success pkt ;[N byte_array(0 TO 6);
get_success_pkt @ IN byte_amay(0 TO payload_packet_length);
success_pkt 1 IN byte_array(0 TO 2);
client_ack : CUT BIT;
server_output_args : OUT integer_array,
portoode @ OUT Lintegers:
performeode : CUT Ulntegers;
majoreods ;| OUT Ulntegers;
minorcode | CUT Lintegers;
connect_pkt : OUT byte_array(0 TO 10);
put_pkt : OUT byte_array(0 TO pavioad_packet_length);
get_pkt : OUT byte_array(0 TO 2);
discorrect_pkt : CUT byte_array(D TO 2);
abort_pkt : OUT byte_array(0 TO 2);
sesslon_state : OUT state);

EMD interface;

s
“{""W"“ rion Department of Electrical Engineering
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Example VHDL Simulation

Cliaet Fmcamet | [7]
Cliars Abon

Server |0 | G0000001

Earser Op (B
Server In frge 6T 23 d56 780 1011 1208 1418
Flaceied Pl
QONNECT SUCCESS
GET ELCCESS

Ol fck
Aerver Sul Mrge
Pori Cocle
Pariorm Ciocie
M jor Cicde
Mirer Onss
CONNECT Phi
PUT P

GET Pt
DECONNECT Pri
ABCHT Pl | 7000050 Doy Goommos

S 0 SN |

i CHIO
M‘"‘W """" g2 Department of Electrical Engineering %

Methodology

m Design the requirements of a network
infrastructure.
» Detailed study of IEEE 1451 standard

» Evaluation of existing wireless technology
examination of Bluetooth

» Detailed study of a session protocol, OBEX

» How should IEEE 1451 transducers communicate
on OBEX?

m Develop a VHDL software model of system.

» Behavioral description of client-side functionality.
» Simulations

i Qe
““HW """"" s Department of Electrical Engineering @
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Example of a Smart =
Transducer Network

= Remotely monitored UAV (Unmanned
Aerial Vehicle)

m Applications

» Military surveillance and law enforcement

» Environment monitoring and pollution
control

» Media coverage

i IO
N‘"‘W""" mane Cepartment of Electrical Engineering %ﬂ

Example of a Smart  “
Transducer Network

Remote
Controller
S
= Client-server network architecture N
= Server communicates to ground station
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Wireless Flying Sensor
Platform

m In the lab and then at the
videoconference.

i RO
%'"M"" mane Department of Electrical Brgineering ﬁ

User Interface

£ FlyingBlimp

1 !r ~ Cameta View
~PropellerAngle | [ FAudderdngle
Fomward w
k S b
Downward Left Right
— Piopedier Speed
Reverse _: Forward
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Bluetooth Network
Architecture

¢ -~
-~ o E_lc_a-nai B, -~
i
M‘"M""" mine Department of Elecirical Engineering

Background

Bluetooth Protocol Stack

Host Controller
Interface

| Bluetooth Radio

i
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Protocol for interfacing “
Bluetooth with IEEE 1451

m [EEE 1451 Client nodes "Execute” the
“Perform” operation on Server nodes
m Session-level protocol required for client
server communication
= Two options
» TCP/IP — Large overheads
» OBEX — Light version of HTTP

m OBEX is the chosen alternative

l%w'“ Department of Electrical Engieering %H
OBEX Protocol

m Primarily developed by IrDA and adopted by
Bluetooth for interoperability

m Example applications are for short-range
business card exchange or synchronization

= Can operate on both RFCOMM as well as
TCP/IP as transport

m Defined by
» OBEX Object Model
» OBEX Session Protocol

i Ol
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IEEE 1451 Communication "
on Bluetooth

IEEE 1451.1 Client-Server System

Client Object Server Object

Execute

{execute_mode, Perform

server_ gperatfon_r‘d. {(server_operation_id,
server_input_arguments. server_input_arguments,
server_output_arguments) server_output_arguments)

< \ Network / >

i RO
M"“W"" mane Department of Electrical Brgineering @

OBEX Session Protocol for "
Smart Transducers

IEEE 1451 Client IEEE 1451 Server

Execute OBEX Client Sends a CONNECT Request

A 4

QOBEX Server Sends a SUCCESS Response

I QBEX Client Sends a PUT Request

Y

OBEX Server Sends a SUCCESS Response

A

OBEX Client Sends a GET Request Perform

Y

QOBEX Server Sends a SUCCESS Response

F 3

QBEX Client Sends a DISCONNECT Request

Y

QBEX Server Sends a SUCCESS Response
.“, — S

bi Qe
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Design

Test Bench for Design

Test Bench to provide Stimulus to Interface Entity

Simulates Simulates
sign_als". for signals for
providing providing
Client requests server
and receiving IEEE 1451 Client-OBEX responses
Server response ' : o in OBEX
with error codes format

i
M""M""" mane Department of Elecirical Engineering

VHDL Design of Interface
Entity

EMNTITY interface IS

PCRT(
client_reguest : INBIT;
client_sbort : INBIT;
serverid @ INUIntegers;
server_operation | IN INTEGER,
server_input_args | IN integer_array,;
received_pkt  INBIT;
connect_success_pkt o IMbyte_array(0 TO 6);
get_success_pkt : IN byte_amay(0 TO payload_packet_length);
success_pkt @ IN byte_array(0 TO 2);
client_ack : QUT BIT;
server_output_args : OUT integer_array,
portoode @ OUT Lintegers:
performeode : CUT Ulntegers;
majoreods ;| OUT Ulntegers,;
mirorcode ; OUT Uintegers;
cornect_pkt ¢ QUT byte_array(0 TO 10);
put_pkt : OUT byte_array(0 TO payload_packet_length);
get_pkt : OUT byte_array(0 TO 2);
discerrect_pkt : COUT byte_array(0 TO 2,
abort_pkt : OUT byte_array(0 TO 2);
sesslon_state : OUT state);

EMD interface;

i
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Design

VHDL Design of OBEX Session

ENTITY obex_session IS
PORT(check : IM BIT; -- clock for session protocol

client_abort : IN BIT; -- client node aborts operation

server_id : IN UlntegerS;

obex_body_object : IN obex_body;

obex_send : IN BIT;

obex_receive : IN BIT;

connect_success pkt : IN byte array(0 TO 6); -- success to connect
get_success_pkt : IN byte_array(0 TO payload_packet_length); --for output
success_pkt : IN byte_array(0 TO 2); -- success to put, disconnect, abort
obex_result_object : OUT obex_result;

session_state ; OUT state; - state of OBEX session communication
connect_pkt : OUT byte_array(0 TO 10); -- start obex session with connect
put_pkt : OUT byte_array(0 TO payload_packet_length); -- put obex body
get_pkt : OUT byte_array(0 TO 2); -- get results from server
disconnect_pkt : OUT byte_array(0 TO 2); -- end session

abort_pkt : OUT byte_array(0 TO 2); -- stop operation in the middle of a session
timeout_error : OUT BIT -- indicate session has timed out

Y

END obex_session;

"«MW:“‘.
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Client-Server VHDL Simulation
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Design

Server Responds with error
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Conclusions

m VHDL descriptions enables an
implementation-oriented investigation
of wireless sensor specifications.

m Easier to assess the feasibility and “cost”

of various features by “what if” test
bench scenarios.

m Easier to "“visualize” complex behavior
and catch potential problems.

= Prototyping for iterative specifications.

l
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""Development of Wireless Sensor
Technology for Machine
Monitoring"

Dr. Mark F. Bocko
Oceana Sensor Technologies
Virginia Beach, VA

M. Bocko - Oceana Sensor Technologies - 6/4/01

OCEANA .
A §

-
5
7
et

Presentation Outline

Machine monitoring applications of
wireless intelligent sensors

Wireless intelligent sensor architecture
Role of IEEE1451 in OST developments
Summary

M. Bocko - Oceana Sensor Technologies - 6/4/01
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Proposed Approach

The equipment tells the people when it
will need attention -

o Intelligent platforms built from
*  Intelligent systems built from
*  Intelligent components

....... in an open architecture

M. Bocko - Oceana Sensor Technologies - 6/4/01
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Types of sensing in machine
monitoring

Vibration

* Force

* Pressure

» Temperature

» Electrostatic, magnetic (particulates)
* IR spectroscopy (fluid condition)

M. Bocko - Oceana Sensor Technologies - 6/4/01
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Wireless e-Diagnostics
s N
THiad

Typical Industrial Instrumentation Costs
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Wiring

: Sensor
Installation

Cables

Wiring installation costs (including documentation) is limiting
installation of needed sensors

M. Bocko - Oceana Sensor Technologies - 6/4/01

OCEANA
SENSOR

Wireless e-Diagnosiies
s
e

Machine Health Monitoring Application

-
y
)

Platform User Interface
Platform Health
f i Information Network
Monitoring
(Internet)
SHM * CPU & Controllers
; sInformation Network Interface
System Health Monitor *Information Archive, Prognostics
/ RF Wireless Lmk
ICHM™
Intelligent Component o000
Health Monitors
ICHM ICHM ™ 2 ICHM  *N”
Bearing Health Exhaust Debris Oil
Monitor Monitor Condition Monitor
M. Bocko - Oceana Sensor Technologies - 6/4/01
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I he layers of an ...
“Intelligent Component Health Monitor”
Communications
System Control
Diagnostic Processing
Signal Conditioning
Power Interface/Generation
Sensing Elements
Actuator (self-calibration)
M. Bocko - Oceana Sensor Technologies - 6/4/01
2 . & Wireless e fl.w.v,qun;:n\ \5
Wireless Intelligent Sensor Architecture
STIM NCAP

ADC ASIC

Serial
Interface

Target (2 chips)

Present (2”7 x 3”)

6 sensors, DSP, Bluetooth

M. Bocko - Oceana Sensor Technologies - 6/4/01
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Bluetooth
Wireless

* Bluetooth may become de facto standard
* Digital spread spectrum, encrypted data

» Flexible ad hoc networking

« Up to 760 kbit/s

e ImW-10m; 100 mW - 100m, ISM band
* Will be single chip (CMOS) soon

M. Bocko - Oceana Sensor Technologies - 6/4/01
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Wireless e-Diagnostics
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Bluetooth Networking

scatternet piconet

M. Bocko - Oceana Sensor Technologies - 6/4/01
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Wireless Issues in Industrial
Automation
* Over-the-air Interoperability
* Synchronization

* Latency
* Physical, Electro-Magnetic Environment

e Security

OST chairs a Bluetooth SIG Working Group to
address these issues.

M. Bocko - Oceana Sensor Technologies - 6/4/01
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Typical Sensor Integration Costs
Integration Sensor
Cost
Hardware
Interface

Sensor integration costs (including documentation) is limiting
installation of needed sensors

M. Bocko - Oceana Sensor Technologies - 6/4/01
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Wireless e-Diagnostics

IEEE1451 in the OST development plan
—
-

Smat Tmsdice
Intafxe Mdule

-

-

-
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s
Tnd

Sma Tonsdice

== =

M. Bocko - Oceana Sensor Technologies - 6/4/01
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IEEE-1451

Transducer Interface Standard

« IEEE 1451.1

— Defines the Transducer Object Model
« IEEE 1451.2

— Defines the interface for integration of specific smart sensors to
microprocessors

* Physical interface
« TEDS

* Protocol
» IEEF 1451.4

— Defines an interface to bring TEDS functionality to legacy
Sensor systems

M. Bocko - Oceana Sensor Technologies - 6/4/01
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Demonstration
T www.senseblue.com
Wired
network
gateway
M. Bocko - Oceana Sensor Technologies - 6/4/01
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Data carrying wires may be
eliminated; can we remove
power connections too?

* Power grid is not always available

* Derive power from environment?

— Vibration
— Magnetic induction (rotating machines)

— Solar
— Thermal Energy Scavenging (hot machines)

M. Bocko - Oceana Sensor Technologies - 6/4/01
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* Key elements of strategy
— Wireless communication

— Open interoperable standards
« IEEEI1451
* Bluetooth wireless

— Power scavenging

M. Bocko - Oceana Sensor Technologies - 6/4/01
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